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Evaluation of Speech Quality Using Synthetic Data and
Transfer Learning

Description:

Based on the principle of ultrasound beam focusing, Magnetic Resonance-guided Focused Ultrasound (MRgFUS) enables the
precise and non-invasive ablation of brain tissue through localized heat induction. This technique offers significant advantages in
functional neurosurgery, as real-time Magnetic Resonance Imaging (MRI) monitoring allows for accurate control and assessment
of the treatment process [1]. Currently, MRgFUS is being utilized in the treatment of movement disorders, such as Parkinson’s
disease-related tremor and essential tremor, demonstrating its potential as a precise and minimally invasive therapeutic
approach [2]. Since these disorders are often associated with speech impairments, a comprehensive assessment of speech
quality throughout the treatment process is essential. This allows for the identification of potential side effects and ensures a
holistic evaluation of the therapy’s impact [3,4].

A previous study evaluated speech data across five categories using a survey and trained a Convolutional Neural Network (CNN)
with the resulting scores as labels to automatically assess speech quality based on Mel-Frequency Cepstral Coefficients (MFCCs).
However, when applied to newly evaluated data, the model exhibited a decrease in prediction performance, suggesting
overfitting to the training set and limited suitability for clinical application [5].

Building upon the entire labeled dataset from the prior study, the present work aims to develop a new model that integrates
synthetic data generation and transfer learning to address these limitations and enhance speech assessment. Following an
extensive literature review, generative Al methods will be employed to produce synthetic data, which, as predicted by [6], can
help to cover edge cases within the long-tail data distribution and thus augment small datasets in a targeted manner.
Furthermore, various pre-trained audio feature extraction networks, trained on millions of data samples, will be utilized to
derive high-level audio representations. These feature vectors will then serve as input to a custom-trained Multi-Layer
Perceptron (MLP) for the final speech quality evaluation. Model performance will be assessed on a held-out, stratified test set to
ensure robustness and generalizability.

Ideally, the final model will be integrated into an existing C/C++-based signal-processing pipeline that supports automated audio
acquisition and multiple configurable feature-extraction pathways. Embedding the trained network into this framework would
enable a seamless end-to-end workflow—from real-time speech recording through feature computation to direct inference of
speech quality scores. Such an integration would allow newly captured patient data to be assessed immediately and
consistently, providing a complete and efficient processing chain while still leaving room for future adaptations or extensions.

Tasks:
®  Speech Analysis and Data Preprocessing
e  Synthetic Data Generation
e  Transfer Learning

Requirements:
® Interest in medical topics
® Good knowledge of Python and C/C++ programming
o  Prior knowledge of deep learning and deep learning frameworks like PyTorch (ideally for audio applications)
e  Structured and independent way of working
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