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(54) Method for estimating a fundamental frequency of a speech signal

(57) The invention provides a method for estimating
a fundamental frequency of a speech signal comprising
the steps of receiving a signal spectrum of the speech
signal, filtering the signal spectrum to obtain a refined
signal spectrum, determining a cross-power spectral

density using the refined signal spectrum and the signal
spectrum, transforming the cross-power spectral density
into the time domain to obtain a cross-correlation func-
tion, and estimating the fundamental frequency of the
speech signal based on the cross-correlation function.
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Description

[0001] The present invention relates to a method for estimating a fundamental frequency of a speech signal.
[0002] The spectrum of a voiced speech signal shows amplitude peaks which are equidistantly distributed in frequency
space. The distance between two subsequent amplitude peaks corresponds to the fundamental frequency of the speech
signal.
[0003] Estimating a fundamental frequency is an important issue of many applications relating to speech signal process-
ing, for instance, for automatic speech recognition or speech synthesis. The fundamental frequency may be estimated,
for example, for an impaired speech signal. Based on the fundamental frequency estimate, an undisturbed speech signal
may be synthesized. In another example, the fundamental frequency estimate may be used to improve the recognition
accuracy of a system for automatic speech recognition.
[0004] Several methods for estimating the fundamental frequency of a speech signal are known. One method, for
example, is based on an harmonic product spectrum (see, e.g., M. R. Schroeder, "Period Histogram and Product
Spectrum: New methods for fundamental frequency measurements", in Journal of the Acoustical Society of America,
vol. 43, no. 4, 1968, pages 829 to 834).
[0005] Another class of methods is based on an analysis of the auto-correlation function of the speech signal (e.g. A.
de Cheveigne, H. Kawahara, "Yin, a Fundamental Frequency Estimator for Speech and Music", JASA, 2002, 111 (4),
pages 1917-1930). The auto-correlation function has a maximum at a lag associated with the fundamental frequency.
[0006] Methods based on the auto-correlation function, however, often encounter problems estimating low fundamental
frequencies, as they can occur for male speakers. Methods to overcome this problem are hitherto either computationally
inefficient or introduce a significant delay.
[0007] It is therefore the problem underlying the present invention to overcome the above-mentioned drawback and
to provide an accurate method for estimating a fundamental frequency of a speech signal.
[0008] This problem is solved by a method according to claim 1.
[0009] According to the present invention, a method for estimating a fundamental frequency of a speech signal com-
prises the steps of:

receiving a signal spectrum of the speech signal;

filtering the signal spectrum to obtain a refined signal spectrum;

determining a cross-power spectral density using the refined signal spectrum and the signal spectrum;

transforming the cross-power spectral density into the time domain to obtain a cross-correlation function; and

estimating the fundamental frequency of the speech signal based on the cross-correlation function.

[0010] By determining a cross-correlation function between a signal spectrum and a refined or augmented signal
spectrum, the amount of information in the cross-correlation function can be increased. In this way, the fundamental
frequency of the speech signal can be estimated robustly and accurately, also for low fundamental frequencies.
[0011] The fundamental frequency may correspond to the lowest frequency component, lowest frequency partial or
lowest frequency overtone of the speech signal. In particular, the fundamental frequency may correspond to the rate of
vibrations of the vocal folds or vocal chords. The fundamental frequency may correspond to or be related to the pitch
or pitch frequency. A speech signal may be periodic or quasi-periodic. In this case, the fundamental frequency may
correspond to the inverse of the period of the speech signal, in particular wherein the period may correspond to the
smallest positive time shift that leaves the speech signal invariant. A quasi-periodic speech signal may be periodic within
one or more segments of the speech signal but not for the complete speech signal. In particular, a quasi-periodic speech
signal may be periodic up to a small error.
[0012] The fundamental frequency may correspond to a distance in frequency space between amplitude peaks of the
spectrum of the speech signal. The fundamental frequency depends on the speaker. In particular, the fundamental
frequency of a male speaker may be lower than the fundamental frequency of a female speaker or of a child.
[0013] The signal spectrum may correspond to a frequency domain representation of the speech signal or of a part
or segment of the speech signal. The signal spectrum may correspond to a Fourier transform of the speech signal, in
particular, to a Fast Fourier Transform (FFT) or a short-time Fourier transform of the speech signal. In other words, the
signal spectrum may correspond to an output of a short-time or short-term frequency analysis.
[0014] The signal spectrum may be a discrete spectrum, i.e. specified at predetermined frequency values or frequency
nodes.
[0015] The signal spectrum of the speech signal may be received from a system or an apparatus used for speech
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signal processing, for example, from a hands-free telephone set or a voice control, i.e. a voice command device. In this
way, the efficiency of the method can be improved, as it uses input generated by another system.
[0016] The receiving step may be preceded by determining a signal spectrum of the speech signal. Determining a
signal spectrum may comprise transforming the speech signal into the frequency domain. In particular, determining a
signal spectrum may comprise processing the speech signal using a window function. Determining a signal spectrum
may comprise performing a Fourier transform, in particular a discrete Fourier transform, in particular a Fast Fourier
Transform or a short-time Fourier transform.
[0017] A refined signal spectrum may comprise an increased number of discrete frequency nodes compared to the
signal spectrum. In other words, a refined signal spectrum may correspond to a frequency domain representation of the
speech signal with an increased spectral resolution compared to the signal spectrum.
[0018] The signal spectrum and the refined signal spectrum may correspond to a predetermined sub-band or frequency
band. In particular, the signal spectrum and the refined signal spectrum may correspond to sub-band spectra, in particular
to sub-band short-time spectra.
[0019] By filtering the signal spectrum the method allows for a computationally efficient method to obtain a refined
signal spectrum. In particular, filtering the signal spectrum may be computationally less expensive than determining a
higher order Fourier transform of the speech signal to obtain a refined signal spectrum. Alternatively, however, a refined
signal spectrum may be obtained by transforming the speech signal into the frequency domain, in particular using a
Fourier transform.
[0020] Filtering the signal spectrum may be performed using a finite impulse response (FIR) filtering means. This
guarantees a linear phase response and stability. Filtering the signal spectrum may be performed such that an algebraic
mapping of the signal spectrum to a refined signal spectrum is realized. In particular, the step of filtering the signal
spectrum may comprise combining the signal spectrum with one or more time delayed signal spectra, wherein a time
delayed signal spectrum corresponds to a signal spectrum of the speech signal at a previous time.
[0021] Filtering the signal spectrum may comprise a time-delay filtering of the signal spectrum. The refined signal
spectrum may correspond to a time delayed signal spectrum. In this case, the delay used for time-delay filtering of the
signal spectrum may correspond to the group delay of the filtering means used for filtering the signal spectrum.
[0022] In the above-described methods the cross-power spectral density of the refined signal spectrum and the signal
spectrum is determined. The step of determining the cross-power spectral density may comprise determining the complex
conjugate of the refined signal spectrum or of the signal spectrum and determining a product of the complex conjugate
of the refined signal spectrum and the signal spectrum or a product of the complex conjugate of the signal spectrum
and the refined signal spectrum. The cross-power spectral density may be a complex valued function. The cross-power
spectral density may correspond to the Fourier transform of a cross-correlation function.
[0023] The cross-power spectral density may be a discrete function, in particular specified at predetermined sampling
points, i.e. for predetermined values of a frequency variable.
[0024] The step of transforming the cross-power spectral density into the time domain may be preceded by smoothing
and/or normalizing the cross-power spectral density. In particular, the cross-power spectral density may be normalized
based on a smoothed cross-power spectral density to obtain a normalized cross-power spectral density. In this way,
the envelope of the cross-power spectral density may be cancelled.
[0025] Normalizing the cross-power spectral density may be based on an absolute value of the determined cross-
power spectral density. In particular, the cross-power spectral density may be normalized using a smoothed cross-power
spectral density, in particular, wherein the smoothed cross-power spectral density may be determined based on an
absolute value of the cross-power spectral density.
[0026] The normalized cross-power spectral density may be weighted using a power spectral density weight function.
In this way, predetermined frequency ranges may be associated with a higher statistical weight. In this way, the estimation
of the fundamental frequency may be improved, as the fundamental frequency of a speech signal is usually found within
a predetermined frequency range. For example, the power spectral density weight function may be chosen such that
its value decreases with increasing frequency. In this way, the estimation of low fundamental frequencies may be
improved.
[0027] Transforming the cross-power spectral density into the time domain may comprise an Inverse Fourier transform,
in particular, an Inverse Fast Fourier transform. When using an Inverse Fast Fourier Transform, the required computing
time may be further reduced. By transforming the cross-power spectral density into the time domain, a cross-correlation
function can be obtained.
[0028] The cross-correlation function is a measure of the correlation between two functions, in particular between two
wave fronts of the speech signal. In particular, the cross-correlation function is a measure of the correlation between
two time dependent functions as a function of an offset or lag (e.g. a time-lag) applied to one of the functions.
[0029] The stepof estimating the fundamental frequency maycomprise determining a maximum of the cross-correlation
function. In particular, estimating the fundamental frequency may comprise determining a maximum of the cross-corre-
lation function in a predetermined range of lags. By determining a maximum of the cross-correlation function in a
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predetermined range of lags, knowledge on a possible range of fundamental frequencies can be considered. In this
way, the fundamental frequency can be estimated more efficiently, in particular faster, than when considering the complete
available frequency space. The determined maximum may correspond to a local maximum, in particular, to the second
highest maximum after the global maximum.
[0030] The step of estimating the fundamental frequency may further comprise compensating for a shift or delay of
the cross-correlation function introduced by filtering the signal spectrum. Due to filtering of the signal spectrum, the
cross-correlation function may have a maximum value at a lag corresponding to the group delay of the employed filter.
The cross-correlation function may be corrected such that a signal with a predetermined period has a maximum in the
cross-correlation function at a lag of zero and at lags which correspond to integer multiples of the period of the signal.
In this way, the cross-correlation function comprises similar properties as an auto-correlation function. In this way,
estimating the fundamental frequency may be simplified.
[0031] In particular, in this case, the step of determining a maximum of the cross-correlation function may correspond
to determining the highest non-zero lag peak of the cross-correlation function.
[0032] Estimating the fundamental frequency may comprise determining a lag of the cross-correlation function cor-
responding to the determined maximum of the cross-correlation function. This lag may correspond to or be proportional
to the period of the speech signal. In particular, the fundamental frequency may be proportional to the inverse of the lag
associated with the determined maximum of the cross-correlation function.
[0033] The speech signal may be a discrete or sampled speech signal. Estimating the fundamental frequency may
be further based on the sampling rate of the sampled speech signal. In this way, the fundamental frequency may be
expressed in physical units. In particular, the fundamental frequency may be estimated by determining the product of
the sampling rate and the inverse of the lag associated with the determined maximum of the cross-correlation function.
In this case, the lag may be dimensionless, in particular corresponding to a discrete lag variable of the cross-correlation
function.
[0034] The step of estimating the fundamental frequency may comprise determining a weight function for the cross-
correlation function. The weight function may be a discrete function. Similarly, the cross-correlation function may be a
discrete function, which is specified for a predetermined number of sampling points. Each sampling point may correspond
to a predetermined value of a lag variable. The weight function may be evaluated for the same number of sampling
points, in particular for the same values of the lag variable, thereby obtaining a set of weights. The set of weights may
form a weight vector. Each weight of the set of weights may correspond to a sampling point of the cross-correlation
function. In other words, for each sampling point of the cross-correlation function a weight may be determined from the
weight function.
[0035] Estimating the fundamental frequency may comprise weighting the cross-correlation function using the deter-
mined weight function or using the determined set of weights. In this way, the accuracy and/or the reliability of the
fundamental frequency estimation may be further enhanced.
[0036] The weight function may comprisea bias term, a mean fundamental frequency term and/ora current fundamental
frequency term.
[0037] The bias term may compensate for a bias of the estimation of the fundamental frequency. In particular, the
bias term may compensate for a bias of the cross-correlation function. A bias may correspond to a difference between
an estimated value of a parameter, for example, the fundamental frequency or a value of the cross-correlation function
at a predetermined lag, and the true value of the parameter.
[0038] Determining a bias term of the weight function may be based on one or more cross-correlation functions of
correlated white noise.
[0039] In particular, determining the bias term may comprise determining a cross-correlation function for each of a
plurality of frames of correlated white noise, determining a time average of the cross-correlation functions, and determining
the weight function based on the time average of the cross-correlation functions. In this way, a bias term compensating
for a bias of the fundamental frequency estimation may be determined. In particular, the cross-correlation functions may
be determined for Gaussian distributed white noise. The white noise may be correlated. The correlated white noise may
be sub-band coded and/or short-time Fourier transformed, in particular, to obtain short time spectra of the white noise
associated with the plurality of frames.
[0040] In particular, determining a cross-correlation function of correlated white noise may comprise receiving a spec-
trum of the correlated white noise, filtering the spectrum to obtain a refined spectrum, determining a cross-power spectral
density of the spectrum and the refined spectrum, and transforming the cross-power spectral density into the time domain
to obtain a cross-correlation function. In this way, the cross-correlation function may be determined in a similar way as
the one obtained from the signal spectrum of the speech signal and the refined signal spectrum.
[0041] Determining a cross-correlation function may further comprise sampling the correlated white noise and filtering
a short time spectrum associated with the correlated white noise, in particular using a predetermined frame shift.
[0042] Determining a time average of the cross-correlation functions may comprise averaging over cross-correlation
functions determined for a plurality of frames of the correlated white noise. The number of frames used for determining
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the time average may be determined based on a predetermined criterion. The predetermined criterion for the time
average may be based on the predetermined frame shift and/or the sampling rate of the correlated white noise.
[0043] Determining the bias term based on the time average of the cross-correlation functions may comprise deter-
mining a minimum of a predetermined maximum value and the value of the time average of the cross-correlation functions
at a given lag, in particular, normalized to the value of the time average of the cross-correlation at a lag of zero.
[0044] The speech signal may comprise a sequence of frames, and the signal spectrum may be a signal spectrum of
a frame of the speech signal. In this way, a fundamental frequency can be estimated for a part of the speech signal.
The sequence of frames may correspond to a consecutive sequence of frames, in particular, wherein frames from the
sequence of frames are subsequent or adjacent in time.
[0045] Determining a mean fundamental frequency term of the weight function may be based on a mean fundamental
frequency, in particular, on a mean lag associated with the mean fundamental frequency. In this way, predetermined
values of the lag of the cross-correlation function may be favoured or enhanced.
[0046] In particular, the mean fundamental frequency term may be constant, in particular 1, for a predetermined range
of lags comprising the mean lag. The predetermined range may be symmetric with respect to the mean lag. For lag
values outside the predetermined range, the mean fundamental frequency term may take values smaller than for lag
values inside the predetermined range. In particular, for lag values outside the predetermined range the mean funda-
mental frequency term of the weight function may decrease, in particular linearly. In this way, the cross-correlation
function for values of the lag close to the mean lag, i.e. within the predetermined range, get a higher statistical weight.
The mean fundamental frequency term may be bounded below. In this way, the mean fundamental frequency term
cannot take values below a predetermined lower threshold. This may be particularly useful, if the mean fundamental
frequency is a bad estimate for the fundamental frequency of the speech signal, in particular for the frame for which the
fundamental frequency is being estimated.
[0047] Determining a current fundamental frequency term of the weight function may be based on a predetermined
fundamental frequency, in particular, on a predetermined lag associated with the predetermined fundamental frequency.
In this way, values of the lag close to the predetermined lag associated with a predetermined or current fundamental
frequency may be associated with a higher statistical weight. The predetermined fundamental frequency may be, in
particular, associated with a previous frame of the frame for which the fundamental frequency is being estimated. In
particular, the previous frame may be the previous adjacent frame.
[0048] In particular, the current fundamental frequency term may be constant, in particular 1, for a predetermined
range of lags comprising the predetermined lag. The predetermined range may be symmetric with respect to the pre-
determined lag. For lag values outside the predetermined range, the current fundamental frequency term may take
values smaller than for lag values inside the predetermined range. In particular, for lag values outside the predetermined
range the current fundamental frequency term of the weight function may decrease, in particular linearly. In this way,
the cross-correlation function for values of the lag close to the predetermined lag, i.e. within the predetermined range,
get a higher statistical weight. The current fundamental frequency term may be bounded below. In this way, the current
fundamental frequency term cannot take values below a predetermined lower threshold. This may be particularly useful,
if the predetermined fundamental frequency is a bad estimate for the fundamental frequency of the speech signal, in
particular for the frame for which the fundamental frequency is being estimated.
[0049] Determining the weight function may comprise determining a combination, in particular a product, of at least
two terms of the group of terms comprising a current fundamental frequency term, a mean fundamental frequency term
and a bias term.
[0050] The step of estimating the fundamental frequency may comprise determining a confidence measure for the
estimated fundamental frequency. In this way, the reliability of the estimation may be quantified. This may be particularly
useful for applications using the estimate of the fundamental frequency, for example, methods for speech synthesis.
Depending on the value of the confidence measure, such applications may adopt the fundamental frequency estimate
or modify a fundamental frequency parameter according to a predetermined criterion.
[0051] The confidence measure may be determined based on the cross-correlation function, in particular, based on
a normalized cross-correlation function. In particular, the confidence measure may correspond to the ratio of the value
of the cross-correlation function, which has been compensated for a shift introduced by filtering the signal spectrum, at
a lag associated with the determined maximum and a value of the cross-correlation function at a lag of zero. In this
case, higher values of the confidence measure may indicate a more reliable estimate.
[0052] Filtering the signal spectrum may comprise augmenting the number of frequency nodes of the signal spectrum
such that the number of frequency nodes of the refined signal spectrum is greater than the number of frequency nodes
of the signal spectrum. Filtering may be performed using an FIR filter.
[0053] In particular, filtering the signal spectrum may comprise time-delay filtering the signal spectrum, in particular,
using an FIR filter.
[0054] The speech signal may comprise a sequence of frames, and the steps of one of the above-described methods
may be performed for the signal spectrum of each frame of the speech signal or for the signal spectrum of a plurality of
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frames of the speech signal.
[0055] In particular, a method for estimating a fundamental frequency of a speech signal, wherein the speech signal
comprises a sequence of frames, may comprise for each frame of the sequence of frames or for each frame of a plurality
of frames:

a receiving step for receiving a signal spectrum of the frame,

a filtering step,

a determining step for determining a cross-power spectral density,

a transforming step for transforming the cross-power spectral density into the time domain, and

an estimating step for estimating the fundamental frequency of the frame.

[0056] In this way, a temporary evolution of the fundamental frequency may be determined and/or the fundamental
frequency may be estimated for a plurality of parts of the speech signal. This may be particularly relevant if the fundamental
frequency shows variations in time. A frame may correspond to a part or a segment of the speech signal.
[0057] The sequence of frames may correspond to a consecutive sequence of frames, in particular, wherein frames
from the sequence of frames are subsequent or adjacent in time.
[0058] Estimating the fundamental frequency of the speech signal may comprise averaging over the estimates of the
fundamental frequency of individual frames of the speech signal, thereby obtaining a mean fundamental frequency.
[0059] The speech signal may comprise a sequence of frames for one or more sub-bands or frequency bands, and
the steps of one of the above-described methods may be performed for the signal spectrum of a frame or of a plurality
of frames of one or more sub-bands of the speech signal. For one or more predetermined sub-bands, the refined signal
spectrum may correspond to a time delayed signal spectrum.
[0060] A signal spectrum for each frame may be determined using short-time Fourier transforms of the speech signal.
For this purpose, the speech signal is multiplied with a window function and the Fourier transform is determined for the
window.
[0061] A frame or a window of the speech signal may be obtained by applying a window function to the speech signal.
In particular, a sequence of frames may be obtained by processing the speech signal using a plurality of window functions,
wherein the window functions are shifted with respect to each other in time. The shift between each pair of window
functions may be constant. In this way, frames equidistantly spaced in time may be obtained.
[0062] The invention may provide a method for setting a fundamental frequency value or fundamental frequency
parameter, wherein the fundamental frequency of a speech signal is estimated as described above, and wherein a
fundamental frequency parameter is set to the estimated fundamental frequency if a confidence measure exceeds a
predetermined threshold. In particular, the fundamental frequency parameter may be set to the mean fundamental
frequency. Otherwise, if the confidence measure does not exceed the predetermined threshold, the fundamental fre-
quency value may be set to a preset value or set to a value indicating a non-detectible fundamental frequency.
[0063] The invention further provides a computer program product, comprising one or more computer-readable media,
having computer executable instructions for performing the steps of one of the above-described methods, when run on
a computer.
[0064] The invention further provides an apparatus for estimating a fundamental frequency of a speech signal according
to one of the above-described methods, comprising:

receiving means configured to receive a signal spectrum of the speech signal,

filtering means configured to filter the signal spectrum to obtain a refined signal spectrum,

determining means configured to determine a cross-power spectral density using the refined signal spectrum and
the signal spectrum,

transforming means configured to transform the cross-power spectral density into the time domain to obtain a cross-
correlation function and

estimating means configured to estimate the fundamental frequency of the speech signal based on the cross-
correlation function.
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[0065] The invention further provides a system, in particular, a hands-free system, comprising an apparatus as de-
scribed above. In particular, the hands-free system may be a hands-free telephone set or a hands-free speech control
system, in particular, for use in a vehicle.
[0066] The system may comprise a speech signal processing means configured to perform noise reduction, echo
cancelling, speech synthesis or speech recognition. In particular, the system may comprise transformation means con-
figured to transform the speech signal into one or more signal spectra. In particular, the transformation means may
comprise Fast Fourier transformation means for performing a Fast Fourier Transform or a short-time Fourier transfor-
mation means for performing a short-time Fourier Transform.
[0067] Additional features and advantages of the present invention will be described with reference to the drawings.
In the description, reference is made to accompanying Figures that are meant to illustrate preferred embodiments of
the invention.

Fig. 1: illustrates a method for estimating a fundamental frequency of a speech signal;

Fig. 2 illustrates a method for estimating a weight function;

Fig. 3 illustrates a method for estimating a fundamental frequency;

Fig. 4 illustrates a method for estimating a fundamental frequency based on an auto-power spectral density of a
refined signal spectrum;

Fig. 5 shows an example for an application of a fundamental frequency estima- tion;

Fig. 6 shows an example for an application of a fundamental frequency estima- tion;

Fig. 7 shows a spectrogram of a speech signal;

Fig. 8 shows a spectrogram and an analysis of an auto-correlation function;

Fig. 9 shows a spectrogram and an analysis of an auto-correlation function based on a refined signal spectrum; and

Fig. 10 shows a spectrogram and an analysis of a cross-correlation function based on a refined signal spectrum and
a signal spectrum.

[0068] The spectrum of a voiced speech signal or of a segment of the voiced speech signal, may comprise amplitude
peaks equidistantly distributed in frequency space. Fig. 7 shows a spectrogram, i.e. a time-frequency analysis, of a
speech signal. The x-axis shows the time in seconds and the y-axis shows the frequency in Hz. In this Figure the
difference in frequency between two amplitude peaks corresponds to the fundamental frequency of the speech signal.
The amplitude peaks 731 correspond to frequency partials or frequency overtones of the speech signal. In particular,
the fundamental frequency 730 is shown as the lowest frequency partial or lowest frequency overtone of the speech
signal. The value of the fundamental frequency or pitch frequency depends on the speaker. For men, the fundamental
frequency usually varies between 80 Hz and 150 Hz. For women and children, the fundamental frequency varies between
150 Hz and 300 Hz for women and between 200 Hz and 600 Hz for children, respectively. Especially, the detection of
low fundamental frequencies, as they can occur for male speakers, can be difficult.
[0069] An estimation of the fundamental frequency of a speech signal can be necessary in many different applications.
Fig. 6 shows an example for an application of a method for estimating a fundamental frequency. In particular, Fig. 6
shows a system for speech synthesis, in particular, for reconstructing an undisturbed speech signal (see e.g. "Model-
based Speech Enhancement" by M. Krini and G. Schmidt, in E. Hänsler, G. Schmidt (eds.), Topics in Speech and Audio
Processing in Adverse Environments, Berlin, Springer, 2008). For such an application, it is often required to provide a
reliable estimate of the fundamental frequency which does not introduce a signal delay. Additionally, a computationally
efficient method may be required, as the fundamental frequency should be estimated in real time.
[0070] In particular, Fig. 6 shows filtering means 616 for converting an impaired speech signal, y(n), into sub-band
short-time spectra, Y(ejΩm,n). Here and in the following the parameter n denotes a time variable, in particular a discrete
time variable. A fundamental frequency estimating apparatus 617 yields an estimate of the fundamental frequency of
the impaired speech signal. Further features of the speech signal may be extracted by feature extraction means 620.
The speech synthesis means 621 uses the information obtained from the fundamental frequency estimating apparatus
617 and the feature extraction means 620 to determine a synthesized short-time spectrum, X(ejΩm, n). Filtering means
622 converts the synthesized short-time spectrum into an undisturbed output signal, x(n).
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[0071] Another system using a fundamental frequency estimating apparatus is shown in Fig. 5. In particular, Fig. 5
shows a system for automatic speech recognition. For this purpose, a transformation means 516 transforms a speech
signal, y(n), into short-time spectra, Y(ejΩm,n). A fundamental frequency estimating apparatus 517 is used to estimate
the fundamental frequency, fp(n). Further features of the speech signal are extracted by feature extracting means 518.
Speech recognition means 519 yield a speech recognition result based on the estimated fundamental frequency and
the features estimated by the feature estimating means 518. A reliable and/or robust estimation of the fundamental
frequency can yield an improvement of the speech recognition system, in particular of the speech recognition accuracy.
[0072] Several methods are known for estimating a fundamental frequency of a speech signal. One method comprises
determining a product of the absolute value of the frequency spectrum at equidistant sampling points. This method is
termed Harmonic Product Spectrum Method (see e.g. M. R. Schroeder, "Period Histogram and Product Spectrum: New
Method for Fundamental Frequency Measurements", J. Acoust. Soc. Am., 1968, Vol. 43, Nr. 4, pages 829-834).
[0073] An alternative method is based on modelling speech generation as a source-filter model. In particular, a fun-
damental frequency of the speech signal can be estimated in the Cepstral-domain.
[0074] Another method for estimating a fundamental frequency is based on a short-time auto-correlation function (see,
e.g. A. de Cheveigne, H. Kawahara, "Yin, a Fundamental Frequency Estimator for Speech and Music", JASA, 2002,
pages 1917-1930).
[0075] In the following, it is assumed that a speech signal is detected using at least one microphone. The speech
signal, s(n), is often superimposed by a noise signal, b(n). A microphone signal, y(n), hence, may be composed of
speech and noise, e.g.

[0076] From the microphone signal, a short-time auto-correlation function in the time domain may be determined as
follows:

[0077] Here m denotes the lag of the auto-correlation function. A direct estimation of the auto-correlation function from
the microphone signal, however, may be time consuming. Therefore, an estimate for a correlation function may be
determined based on a signal spectrum, in particular, a short-time signal spectrum. One or more signal spectra may be
received from a multi-rate system for speech signal processing, i.e. from a system using two or more sampling frequencies
for processing a speech signal. One sampling frequency may be used for under-sampling of the speech signal. Deter-
mining a signal spectrum may be based on a predetermined sampling frequency, in particular on the sampling frequency
used for under-sampling.
[0078] The receiving step may be preceded by determining a signal spectrum. In particular, a speech signal may be
sub-divided and/or windowed, in particular, to obtain overlapping frames of the speech signal (see, e.g. E. Hänsler, G.
Schmidt, "Acoustic Echo and Noise Control - A Practical Approach", John Wiley & Sons, New Jersey, USA, 2004). A
frame may correspond to a signal input vector. Depending on the order, N, used for the discrete Fourier Transform, a
signal input vector of a frame of the speech signal may read:

[0079] The upper index T denotes the transposition operation. Each signal input vector may be weighted using a
window function, h:
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[0080] Using a discrete Fourier Transform, the weighted signal input vector may be transformed into the frequency
domain, i.e.

[0081] The frequency nodes or frequency sampling points, Ωm, may be equidistantly distributed in the frequency
domain, i.e.:

[0082] Fig. 3 illustrates a method for estimating a fundamental frequency. From the signal spectrum, a power spectral
density may be determined:

Here Y* (ejΩm, n) denotes the complex conjugate of the signal spectrum, which may be determined by complex conjugate
means 311.
[0083] The power spectral density may be smoothed in the frequency domain and subsequently divided by the envelope
of the power spectral density obtained by smoothing. In this way, the envelope may be removed from the power spectral
density. Smoothing the power spectral density may read:

and

[0084] A smoothing constant λ may be chosen from a predetermined range. The smoothed and normalized power
spectral density may be weighted using a power spectral density weight function, W:
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[0085] Smoothing and weighting the power spectral density may be performed by normalizing means 312.
[0086] By transforming the power spectral density into the time domain, in particular using inverse transformation
means 313, an auto-correlation function may be obtained, i.e.

[0087] From the auto-correlation function, a fundamental frequency of the speech signal may be estimated using
estimating means 314.
[0088] Fig. 8 shows a spectrogram and an analysis of the auto-correlation function of a speech signal. In this case,
the auto-correlation function was determined using a method, as described above in context of Fig. 3. The x-axis shows
the time in seconds and the y-axis shows the frequency in Hz in the lower panel and the lag in number of sampling
points in the upper panel, respectively. The white solid lines in the lower panel of Fig. 8 indicate estimates of the
fundamental frequency 830 and its harmonics 831, in particular wherein the difference between two subsequent or
adjacent white lines corresponds to the (time-dependent) fundamental frequency of the speech signal. The black solid
line 832 in the upper panel indicates the lag of the auto-correlation function corresponding to the estimated fundamental
frequency.
[0089] The speech signal corresponds to a combination, in particular a superposition, of 10 sinusoidal signals with
equal amplitude. The frequencies of the sinusoidal signals were chosen equidistantly in the frequency domain. In par-
ticular, initially a fundamental frequency of 300 Hz was chosen, which was decreased linearly with time down to a
frequency of 60 Hz. The order of the discrete Fourier Transform used in this example was N = 256, the sampling frequency
of the speech signal was 11025 Hz and the auto-correlation function was analyzed in a lag range between m = 40 and
m = 128. It can be seen that a fundamental frequency down to 120 Hz can be estimated using this method, while lower
fundamental frequencies (below 120 Hz) could not be reliably estimated.
[0090] In Fig. 4, another method for estimating a fundamental frequency of a speech signal is illustrated. The method
illustrated in Fig. 4 differs from the method of Fig. 3 in that the signal spectrum is spectrally refined before calculating
the power spectral density. In other words, an auto-power spectral density is calculated from a refined signal spectrum.
The spectral refinement may be performed using refinement means 415. The spectral refinement, however, can introduce
a significant signal delay in the signal path. Complex conjugate means 411 may determine a complex conjugate of a
refined signal spectrum. Smoothing and weighting of the auto-power spectral density may be performed by normalizing
means 412. By transforming the auto-power spectral density into the time domain, in particular using inverse transfor-
mation means 413, an auto-correlation function may be obtained. From the auto-correlation function, a fundamental
frequency of the speech signal may be estimated using estimating means 414.
[0091] Fig. 9 shows an analysis of the auto-correlation function based on a refined signal spectrum, as described in
context of Fig. 4, in the upper panel, and a spectrogram of the signal spectrum in the lower panel. The x-axis shows the
time in seconds and the y-axis shows the frequency in Hz in the lower panel and the lag in number of sampling points
in the upper panel, respectively. The parameters underlying the speech signal used for this analysis were chosen as
described above in context of Fig. 8. For the spectral refinement, a frame shift of r = 64 was used. It can be seen that
the fundamental frequency can be reliably estimated up to a shift of m = 128, which corresponds, in this example, to a
fundamental frequency of 90 Hz. For lower frequencies, however, the estimate of the fundamental frequency 930, as
indicated by the lowest of the white lines, differs from the true fundamental frequency which continues to decrease to
lower frequencies down to 60 Hz. Furthermore, Fig. 9 shows harmonics 931 of the fundamental frequency. The black
solid line 932 in the upper panel indicates the lag of the auto-correlation function corresponding to the estimated fun-
damental frequency.
[0092] In Fig. 1, a method for estimating a fundamental frequency of a speech signal is illustrated. In this case, a
cross-power spectral density is estimated or determined based on a signal spectrum, Y(ejΩm ,n), and a refined signal
spectrum, Y

~
(ejΩm,n), wherein the refined signal spectrum corresponds to a spectrally refined or augmented signal spec-

trum. The parameter m denotes here the m-th sampling point of the signal spectrum and of the refined signal spectrum.
However, the number of frequency nodes of the refined signal spectrum is higher than the number of frequency nodes
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of the signal spectrum. The cross-power spectral density may be calculated as:

[0093] Here, gm,m’ denote the FIR filter coefficients of a sub-band. A set of filter coefficients may read:

[0094] The filter order of the FIR filter is denoted by the parameter M which may take a value in the range between 3
and 5. For a predetermined sub-band, a refined signal spectrum may be written as:

[0095] Here the parameter r denotes a frame shift. In particular, time delayed signal spectra, Y(ejΩm,n-m’r), may be
obtained by time delay filtering of the signal spectrum, with m’∈ {0,M-1}. Details on the filtering procedure, in particular
on the choice of the filter coefficients, can be found in "Spectral refinement and its Application to Fundamental Frequency
Estimation", by M. Krini and G. Schmidt, Proc. IEEE WASPAA, Mohonk, New York, 2007.
[0096] The filtering may be performed by filtering means 101. From the refined signal spectrum the complex conjugate
may be determined, in particular using complex conjugate means 102.
[0097] By determining a cross-power spectral density of the refined signal spectrum and the signal spectrum following
differences compared to the determination of an auto-power spectral density of a refined signal spectrum may occur.
First of all, no additional delay is inserted into the signal path. The cross-correlation function estimated based on the
cross-power spectral density may have a maximum value at the group delay of the employed filter. For a phase linear

filter, the lag corresponding to the group delay may correspond to sampling points. In other words, a maximum

expected for an auto-correlation function at a lag of zero, may be shifted for the cross-correlation function to a lag
corresponding to the group delay of the filter used for filtering the signal spectrum.
[0098] Furthermore, a cross-power spectral density is usually a complex valued function. In contrast to this, an auto-
power spectral density is usually a real valued function. Therefore, compared to prior art methods, the amount of available
information may be doubled using the cross-power spectral density. Therefore, even if filtering the signal spectrum
comprises only a time-delay filtering of the signal spectrum, the estimation of the fundamental frequency can be improved
by increasing, for example, doubling, the amount of available information. The cross-power spectral density may be
symmetric to Ω = π.
[0099] The cross-power spectral density may be normalized and weighted with a predetermined cross-power spectral
density weight function, W(ejΩm). In particular, the normalization may be determined based on the absolute value of the
determined cross-power spectral density, i.e.
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with

and

[0100] The smoothing constant λ may be chosen from a predetermined interval, in particular, between 0.3 and 0.7.
The weighting and normalizing may be performed using the cross-power spectral density weighting means 103.
[0101] The cross-power spectral density may be transformed into the time domain as

thereby obtaining an estimate for a cross-correlation function. The Inverse Discrete Fourier Transform may be imple-
mented as Inverse Fast Fourier Transform, in order to improve the computational efficiency. The transformation may
be performed by inverse transformation means 104.
[0102] The cross-correlation function may be determined for a predetermined number of sampling points, which
correspond to a predetermined number of discrete values of the lag variable, m. For example, if an inverse Fast Fourier
Transform is used for transforming the cross-power spectral density into the time domain, the predetermined number
may correspond to the order of the Fourier Transform.
[0103] In order to compensate for a delay or shift introduced by filtering the signal spectrum into the cross-correlation
function, the cross-correlation function may be modified as:

[0104] The parameter R denotes the shift, in particular, in form of a number of sampling points associated with the
shift or delay, introduced by filtering the signal spectrum. The expression "mod" denotes the modulo operation. After
this correction, the value of the cross-correlation function at a lag of zero corresponds to a maximum and the cross-
correlation function of a periodic signal with a period P may have local maxima at integer multiples of P. In other words,
after compensating for the delay, the cross-correlation function may have similar properties as an auto-correlation
function. This modification may be performed by the inverse transformation means 104.
[0105] Subsequently, the cross-correlation function may be weighted using a set of weights, w(n), with

and the weighted cross-correlation function may be normalized to its value at a lag of zero, i.e.



EP 2 249 333 A1

13

5

10

15

20

25

30

35

40

45

50

55

[0106] The weighting may be performed by weighting means 107. The weighting means 107 may use a fundamental
frequency estimate from a previous frame, in particular from a previous adjacent frame. Delay means 106 may be used
for delaying a fundamental frequency estimate, f̂p(n), and/or a confidence measure, p̂fp(n), e.g. by one frame.
[0107] The weights from the set of weights may correspond to discrete values of a weight function, w(m,n), evaluated
for sampling points m of the cross-correlation function. The weight function may comprise a bias term compensating for
a bias of the estimation of the fundamental frequency, in particular, wherein the bias term is time independent, and a
time dependent term. In particular, the weight function may be a combination, in particular a product, of a bias term and
a time dependent term, i.e.

[0108] Fig. 2 illustrates a method for estimating a bias term of the weight function. White noise, in particular, Gaussian
distributed white noise may be correlated using correlation means 208 and transformed into the frequency domain by
transformation means 209. Correlating the white noise may comprise a time-delay filtering of the white noise. A cross-
correlation function may be determined for each of a plurality of frames of the correlated white noise as described above
for the signal spectrum and the refined signal spectrum. In particular, a signal spectrum of the correlated white noise
may be filtered by filtering means 201 and complex conjugated using complex conjugate means 202. A determined
cross-power spectral density may be normalized and weighted using cross-power spectral density weighting means
203. Inverse transformation means 204 may be used to transform the determined cross-power spectral density into the
time domain thereby obtaining a cross-correlation function.
[0109] A time average over the cross-correlation functions may be determined as

[0110] The parameter Nav may define the number of frames for which the time average is calculated. The parameter
Nav may be determined as

where fs denoted the sampling frequency of the correlated white noise and r denotes the frame shift introduced by the
filtering step. The operator � denotes a round-up operator configured to round its argument up to the next higher integer.
[0111] The bias term of the weight function may be determined, in particular using a weight function determining
means 210, as

where wmax denotes a maximum compensation value, which, for example, may take a value of wmax = 2.
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[0112] A time variable weight function or time variable term of a weight function may be a product or a combination
of two terms or factors:

[0113] A mean fundamental frequency term, wp,mean(m,n), may be based on an average fundamental frequency and
a current fundamental frequency term, wp,curr(m,n), may be based on a predetermined fundamental frequency estimate
of a previous, in particular adjacent previous, frame.
[0114] The mean fundamental frequency term, wp,mean(m,n), of the weight function based on an average fundamental
frequency of previous frames may be determined as

[0115] Here, the parameter bmean determines the decrease, in particular the linear decrease, of the weight function
outside a range of lag values comprising the lag associated with the mean fundamental frequency. In particular, the
parameter bmean may be constant and may be determined from a range between 0.9 and 0.98. A predetermined lower
boundary value wp,min may be chosen to be 0.3.
[0116] The period associated with a fundamental frequency at a given time, i.e. for a predetermined frame n, may be
estimated, in particular using estimating means 105, as

[0117] Here m1 and m2 denote the lower and upper boundary values, respectively, of a lag range in which a maximum
of the cross-correlation function is searched. For instance, m1 may take a value of 30 and m2 may take a value of 180,
which may correspond to approximately 367 Hz and 60 Hz, respectively, for a predetermined sampling frequency of
11025 Hz.
[0118] The mean period, τp(n), associated with a mean fundamental frequency at time n, may be estimated as

[0119] Here, the mean period associated with the mean fundamental frequency is only modified if a confidence criterion
is fulfilled, i.e. if
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where s0 denotes a threshold, in particular, wherein the threshold may be chosen from the interval between 0.4 and 0.5.
[0120] The current fundamental frequency term of the weight function based on a predetermined fundamental fre-
quency estimate, in particular the fundamental frequency estimate of the previous, adjacent frame, may be determined as:

[0121] Here, the parameter bcurr determines the decrease, in particular the linear decrease, of the weight function
outside a predetermined range of lag values comprising the lag associated with the predetermined fundamental frequency
estimate. In particular, the parameter bcurr may be constant and may be determined from a range between 0.95 and 0.995.
[0122] If no reliable estimate of the fundamental frequency was possible for the previous frame, i.e. if

the current fundamental frequency term may be set to 1, i.e.

[0123] From the period, τp(n), at a given time n, i.e. for a frame corresponding to the time n, the fundamental frequency
may be estimated as:

where fs denotes the sampling frequency of the speech signal.
[0124] A confidence measure may be determined as

[0125] Alternatively, the confidence measure may read

[0126] A higher value of the confidence measure may indicate a more reliable estimate.



EP 2 249 333 A1

16

5

10

15

20

25

30

35

40

45

50

55

[0127] A fundamental frequency parameter, fp, e.g. of a speech synthesis apparatus, may be set to the estimated
fundamental frequency if the confidence measure exceeds a predetermined threshold. The predetermined threshold
may be chosen between 0.2 and 0.5, in particular, between 0.2 and 0.3. For example, setting the fundamental frequency
parameter may read:

[0128] Here Fp denotes a preset fundamental frequency value or a parameter indicating that the fundamental frequency
may not be reliably estimated.
[0129] Fig. 10 shows a spectrogram and an analysis of a cross-correlation function based on a refined signal spectrum
and a signal spectrum, as described in context of Fig. 1. The x-axis shows the time in seconds and the y-axis shows
the frequency in Hz in the lower panel and the lag in number of sampling points in the upper panel, respectively. The
parameters underlying the speech signal used for this analysis were chosen as described above in the context of Figs.
8 and 9. For the spectral refinement, a frame shift of r = 64 was used. It can be seen that the fundamental frequency
can be well estimated, in particular also at low fundamental frequencies. Again the lowest white line 1030 indicates the
estimate of the fundamental frequency and the black solid line 1032 indicates the corresponding lag of the cross-
correlation function. Furthermore the harmonics 1031 of the fundamental frequency are shown in the lower panel.
[0130] Although previously discussed embodiments have been described separately, it is to be understood that some
or all of the above-described features can also be combined in different ways. Discussed embodiments are not intended
as limitations but serve as examples illustrating features and advantages of the invention.

Claims

1. A method for estimating a fundamental frequency of a speech signal comprising the steps of:

receiving a signal spectrum of the speech signal;
filtering the signal spectrum to obtain a refined signal spectrum;
determining a cross-power spectral density using the refined signal spectrum and the signal spectrum;
transforming the cross-power spectral density into the time domain to obtain a cross-correlation function; and
estimating the fundamental frequency of the speech signal based on the cross-correlation function.

2. The method according to claim 1, wherein estimating the fundamental frequency comprises determining a maximum
of the cross-correlation function.

3. The method according to claim 2, wherein estimating the fundamental frequency comprises determining a lag of
the cross-correlation function corresponding to the determined maximum of the cross-correlation function.

4. The method according to any one of the preceding claims, wherein the step of estimating the fundamental frequency
comprises determining a weight function for the cross-correlation function and weighting the cross-correlation func-
tion with the determined weight function.

5. The method according to claim 4, wherein the weight function comprises a bias term, wherein the bias term com-
pensates for a bias of the estimation of the fundamental frequency.

6. The method according to claim 5, wherein determining the bias term of the weight function is based on one or more
cross-correlation functions of correlated white noise.

7. The method according to any one of the preceding claims, wherein the speech signal comprises a sequence of
frames, and wherein the signal spectrum is a signal spectrum of a frame of the speech signal.

8. The method according to claim 7, wherein the weight function comprises a mean fundamental frequency term and/or
a current fundamental frequency term, wherein determining the mean fundamental frequency term is based on a
mean fundamental frequency, and/or wherein determining the current fundamental frequency term is based on a
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predetermined fundamental frequency, in particular, wherein the predetermined fundamental frequency corresponds
to a fundamental frequency estimate of a previous frame of the speech signal.

9. The method according to claim 7 or 8, wherein determining the weight function comprises determining a combination,
in particular a product, of at least two terms of the group of terms comprising a current fundamental frequency term,
a mean fundamental frequency term and a bias term.

10. The method according to any one of the previous claims, wherein the step of estimating the fundamental frequency
comprises compensating the cross-correlation function for a shift or delay introduced by filtering the signal spectrum.

11. The method according to any one of the preceding claims, wherein the step of estimating the fundamental frequency
comprises determining a confidence measure for the estimated fundamental frequency.

12. The method according to any oneof thepreceding claims, wherein filtering thesignal spectrum comprises augmenting
the number of frequency nodes of the signal spectrum such that the number of frequency nodes of the refined signal
spectrum is greater than the number of frequency nodes of the signal spectrum.

13. The method according to any one of the preceding claims, wherein the speech signal comprises a sequence of
frames, and wherein the steps of the method are performed for the signal spectrum of each frame of the speech
signal or for the signal spectrum of a plurality of frames of the speech signal.

14. Computer program product, comprising one or more computer readable media having computer-executable instruc-
tions for performing the steps of the method according to one of the previous claims, when run on a computer.

15. An apparatus for estimating a fundamental frequency of a speech signal, according to the method of one of the
claims 1 - 13, comprising:

receiving means configured to receive a signal spectrum of the speech signal;
filtering means 101 configured to filter the signal spectrum to obtain a refined signal spectrum;
determining means configured to determine a cross-power spectral density using the refined signal spectrum
and the signal spectrum;
transforming means 104 configured to transform the cross-power spectral density into the time domain to obtain
a cross-correlation function; and
estimating means 105 configured to estimate the fundamental frequency of the speech signal based on the
cross-correlation function.

16. A system for speech signal processing comprising:

transformation means configured to transform the speech signal into one or more signal spectra;
an apparatus according to claim 15 for estimating a fundamental frequency.
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